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he lack of flexibility in logistic systems currently on 
the market leads to the development of new innova-

tive transportation systems. In order to find the optimal 
configuration of such a system depending on the current 
goal functions, for example minimization of transport 
times and maximization of the throughput, various 
mathematical methods of multi-criteria optimization are 
applicable. In this work, the concept of a complex trans-
portation system is presented. Furthermore, the question 
of finding the optimal configuration of such a system 
through mathematical methods of optimization is con-
sidered.  

 [Keywords: logistics, material flow system, matrix conveyor, 
warehousing] 

er Mangel an Flexibilität bei heutigen Logistiksys-
temen führt zur Entwicklung von neuartigen För-

dersystemen.  Um die optimale Konfiguration der Sys-
teme anhand aktueller Zielfunktionen, wie beispielsweise 
Minimierung von Transportzeiten und Maximierung 
des Durchsatzes, herauszufinden, sind verschiedene ma-
thematische Ansätze zur simultanen Optimierung ver-
schiedener Kriterien anwendbar. In dieser Arbeit wird 
das Konzept für ein komplexes Materialflusssystemvor-
gestellt. Außerdem wird die Frage nach einer Konfigu-
rierung solcher Systeme durch mathematische Optimie-
rungsmethoden betrachtet.  

[Schlüsselwörter: Logistik, Materialflüsssysteme, Fördermatrix, 
Intralogistik] 

1 INTRODUCTION  

Warehousing offers an enormous potential for opti-
mization in all industries. Due to the shortening of product 
life cycles, speeding up of marketing, and the complicacy 
of requirements for material handling systems from the 
mechanical point of view, warehousing systems need to 
become more flexible [Fur10]. From the other point of 
view, today’s material systems are mechanically prede-
fined – functionalities such as sorting or buffering are lo-
cally bound into the system. Thus, new solutions must 
provide flexibility for warehousing systems from both the 
control and mechanical point of view. [Jod06] 

These fast changing requirements lead to the demand 
for a reconfiguration of the system, taking into account 
the lack of time. Therefore mathematical approaches of 
configuring the system must be considered.  

This article is built as follows: firstly, a new kind of 
continuous conveyor is presented. It consists of small-
scale, multi-directional transport modules. Then, the 
mathematical description of the problem which defines 
the required parameters and optimization criteria is set. 
Afterwards, the mathematical optimization methods to 
solve this problem are proposed and analyzed.  

2 RELATED RESEARCH 

2.1 ISSUES IN WAREHOUSING 

Two main issues of material handling systems can be 
identified. The first one is inflexibility - it is of high costs 
and efforts to change the configuration of a system once it 
is designed and installed. However, due to product indi-
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vidualization, reconfiguration of material flow systems is 
a necessary part of nowadays industry to make needed 
materials available in the right time, at the right place, and 
in the right quantity.   

Furmans et. al described in [Fur10] that material flow 
systems should be modularized to provide enough adapta-
bility through the assembly of single elements containing 
a plug-and-work ability.  It is also furthered on control 
principles – due to the high number of elements, it is not 
possible to program a control for each single element in-
dividually. The solution for this case is a decentralized 
control with the identical control logic as if each element 
used its own program running without central supervision. 
For instance, the FlexConveyor platform was developed 
and it is based on multiple, identical square modules that 
can easily be plugged and unplugged, where one module 
is at least the size of one packet. [May09] 

In comparison to the previously described project, the 
specialty of the small-scale conveyor modules developed 
at the Institute of Transport and Automation Technology 
consists of the fact that the modules are much smaller than 
the transported materials (Fig. 1).  The resulting material 
flow system is built up from the modular matrix in com-
bination with continuous conveyors. Another special point 
in this system is the fact that the goods are transported 
simultaneously to its data packages. [Shc15] 

 

Figure 1. Figure 1. Overview of the transportation system 
developed at the ITA [Krü15] 

The second main issue in warehousing is the search 
of  the optimal configuration of a system according to the 
constantly changing production requirements. The modu-
larity of the system makes layouts easily adaptable. How-
ever, reconfiguration planning still requires some costs 
and efforts and was rarely addressed in the related re-
search. The product individualization leads to the fact that 
calculation of the optimal configuration of a material flow 
system must occur automatically and also simultaneously 
to the changing requirements.  

Therefore, algorithms for an automated calculation of 
a system’s optimal configuration are necessary. First of 
all, however, the basic principles of warehousing system 
configurations must be reviewed.  

2.2 SPATIAL ARRANGEMENT OF WAREHOUSING 
SYSTEMS 

When speaking about the rationalization of a material 
flow system, one question always comes up – what makes 
more sense? To optimize single processes within the 
framework of an existing layout or change the structure of 
the whole system? [Hei79]  

To avoid answering this question during the exploita-
tion of a material flow system, it must be decided in ad-
vance what is the main motivation of planning and build-
ing a material flow system? 

First of all, an extensive material flow system plan-
ning must justify long-term investment in warehousing in 
terms of technical, economical as well as organizational 
aspects. Main requirements to future planning were for-
malized in [Hei97]: it must be systematical, methodical, 
dynamical, iterative, flexible, adaptable, exact, complete, 
explicit, continuous, and economical.  

The important fact is that the classical factory plan-
ning deals with “relatively sure information” – this infor-
mation normally comes from planning or request progno-
ses. If the information is not sure, then processing it 
belongs to the process control [Hei11].  

Influencing factors on system planning can be divid-
ed into internal and external factors. External factors will 
not be considered in this work: laws, regulations, norms, 
and values as financing, requirements from customers and 
suppliers as well as influencing factors of technologies, as 
for instance, new processes and machines. Also such in-
ternal factors as strategy of industry management, border 
conditions, checkpoints and restrictions inside of the 
company as for example dimensions of space or huge ma-
chine fundaments will only be partially considered in this 
work. [Hei97] 

 Fig. 2 shows a basic concept of planning a material 
flow system. It can be divided into the seven steps; meth-
ods and recommendations for each step are presented in 
the neighboring boxes. Steps 3, 5 and 6 are in focus of our 
research.  

According to fig. 2, one of the main issues is creating 
an appropriate mathematical model, as models are only 
conditionally practically implementable because they do 
not consider qualitative influencing factors properly. 
Therefore, our task is firstly to find an appropriate model, 
which shows the system correctly, even though it is too 
complex. 

 



DOI: 10.2195/lj_Proc_shchekutin_de_201605_01  
URN: urn:nbn:de:0009-14-43702 

  
© 2016 Logistics Journal: Proceedings – ISSN 2192-9084          Page 3 
Article is protected by German copyright law 

Task 
assignment

Planning data 
analysis

Design of 
process 
variants

Design of 
technical 

equipment

Dimensioning, checking 
and evaluation of variants

Detailed 
planning Realization

Mat. Models

Simulation and 
experiments

Efficiency analysis

Cost-benefit analysis

Static and dynamic 
capital budgeting

Cybernetic 
Models

Brainstorming

Variants 
development

Graphical 
representation

Time study

Collection 
and 
processing of 
data 

Graphical 
representation

Catalogues 

Brainstorming

Variants 
development

Graphical 
representation

Statistic

Description in 
technical 
terminology 

Prognosis 
calculation

Graphical 
representation

Planning tables

Project 
management

Critical path 
analysis

Decision trees 
procedure

Planning tables

Project 
management

Critical path 
analysis

Decision trees 
procedure

1 2 3 4

5 6 7

St
ep

M
et

ho
ds

St
ep

M
et

ho
ds

 

Figure 2. Sequence of planning a material flow system and 
exemplary methods and helping tools of single 
planning steps [Jün89] 
 

3 MATHEMATICAL DESCRIPTION OF THE SYSTEM 

 

Figure 3. Concept of an intelligent production system 

An example of a possible configuration of an intelli-
gent production system is presented in figure 3. This sys-
tem consists of multiple input and output ports, production 
machines, continuous conveyors and modular matrices, 

built up from transport modules. Each packet enters the 
system with its own data package, which contains the in-
formation about its size, required production steps and 
destination. Based on this information the system reserves 
an individual route and transfers the packet according to 
this route; conveyor elements organize themselves indi-
vidually for this purpose and because of the route reserva-
tion conflict situations such as deadlocks are avoided.  

Before starting the mathematical description of the 
system some principle assumptions have to be settled: in-
put and output ports are situated outside the system and 
the model of entering packets into the system is out of the 
scope of our work; belt conveyors are able to transport 
goods in both directions; all conveyor modules are of 
square shape; the setting of data packages and reading its 
information is also out of scope of our work.  

Then let 𝐼𝐼𝐼𝐼𝐼𝐼𝑖𝑖 (𝑖𝑖 = 1 … 𝐼𝐼) and 𝑂𝑂𝑂𝑂𝑂𝑂𝐼𝐼𝑗𝑗 (𝑗𝑗 = 1 … 𝐽𝐽) denote a 
set of inputs and outputs of the transportation system. Let  
𝑀𝑀𝑀𝑀𝑀𝑀𝑘𝑘 (𝑘𝑘 = 1 …𝐾𝐾) denote a set of production operations.  
Let 𝑀𝑀𝑝𝑝 (𝐼𝐼 = 1 …𝑀𝑀) denote a conveyor module. Let 𝐶𝐶𝑞𝑞 
(𝑞𝑞 = 1 …𝑄𝑄) be a belt conveyor piece. Let 
𝑀𝑀𝑀𝑀𝑃𝑃𝑖𝑖𝑂𝑂𝑖𝑖𝑀𝑀𝐼𝐼: 𝑓𝑓(𝑀𝑀) → 𝑍𝑍2 be a function that returns a tuple of 
object coordinates in a two-dimensional discrete ware-
house space. The transportation system can then be repre-
sented by the following tuple:  

�
{𝐼𝐼𝐼𝐼𝐼𝐼𝑖𝑖 ,𝑀𝑀𝑀𝑀𝑃𝑃𝑖𝑖𝑂𝑂𝑖𝑖𝑀𝑀𝐼𝐼(𝐼𝐼𝐼𝐼𝐼𝐼𝑖𝑖)}, �𝑂𝑂𝑂𝑂𝑂𝑂𝐼𝐼𝑗𝑗 ,𝑀𝑀𝑀𝑀𝑃𝑃𝑖𝑖𝑂𝑂𝑖𝑖𝑀𝑀𝐼𝐼�𝑂𝑂𝑂𝑂𝑂𝑂𝐼𝐼𝑗𝑗��,

{𝑀𝑀𝑀𝑀𝑀𝑀𝑘𝑘 ,𝑀𝑀𝑀𝑀𝑃𝑃𝑖𝑖𝑂𝑂𝑖𝑖𝑀𝑀𝐼𝐼(𝑀𝑀𝑀𝑀𝑀𝑀𝑘𝑘)}, �𝑀𝑀𝑝𝑝,𝑀𝑀𝑀𝑀𝑃𝑃𝑖𝑖𝑂𝑂𝑖𝑖𝑀𝑀𝐼𝐼�𝑀𝑀𝑝𝑝��,
�𝐶𝐶𝑞𝑞 ,𝑀𝑀𝑀𝑀𝑃𝑃𝑖𝑖𝑂𝑂𝑖𝑖𝑀𝑀𝐼𝐼�𝐶𝐶𝑞𝑞�� 

�. 

 

Based on this description we consider two optimiza-
tion problems and their corresponding mathematical mod-
els in the domain of continuous conveyors and modular 
matrix conveyors.  

The first problem is the “weak problem” of optimiza-
tion; it stands for a task of optimizing the configuration of 
the system assuming that the system topology is already 
defined. In this problem, we consider a restrictive envi-
ronment in which only linear conveyors exist. 

The second problem is the “strong problem” of opti-
mization, it refers to an extended version of the first opti-
mization problem, when a system topology itself is not 
defined and all conveyor shapes and modifications are 
available. This problem will not be considered in this arti-
cle and will be looked into in further research.  
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4 THE WEAK PROBLEM OF TRANSPORTATION 
SYSTEM OPTIMIZATION: PROBLEM AND 
ALGORITHMS 

4.1 DEFINITION OF PROBLEM  

Using the notations defined in the previous paragraph 
and some additional assumptions, we formalize the opti-
mization problem as follows.  

Let 𝐶𝐶𝑀𝑀𝐼𝐼𝐶𝐶𝐶𝐶𝐶𝐶𝑀𝑀𝐶𝐶𝐶𝐶𝐶𝐶𝐼𝐼𝐶𝐶𝑂𝑂ℎ:𝐶𝐶�𝐶𝐶𝑞𝑞� → 𝑍𝑍1 be a function 
that returns the length of an independent linear conveyor. 
Let 𝑀𝑀𝑀𝑀𝑀𝑀𝑏𝑏(𝑏𝑏 = 1 …𝐵𝐵) denote a set of modular matrices. 
Both �𝐶𝐶𝑞𝑞� and {𝑀𝑀𝑀𝑀𝑀𝑀𝑏𝑏} are generated during optimization 
to form a possible solution of the problem. 

We aim at minimizing the resulting number of belt con-
veyors �𝐶𝐶𝑞𝑞�, number of conveyor modules �𝑀𝑀𝑝𝑝�, number 
of modular matrices {𝑀𝑀𝑀𝑀𝑀𝑀𝑏𝑏}  and total linear conveyor 
length  ∑ 𝐶𝐶𝑀𝑀𝐼𝐼𝐶𝐶𝐶𝐶𝐶𝐶𝑀𝑀𝐶𝐶𝐶𝐶𝐶𝐶𝐼𝐼𝐶𝐶𝑂𝑂ℎ(𝐶𝐶𝑞𝑞)𝑞𝑞 . We also consider the 
following key performance indicators (KPIs) generated in 
a simulation environment for each of the considered solu-
tions: 

• Travel time indicator 𝑀𝑀𝑀𝑀 

• Travel distance 𝑀𝑀𝑇𝑇 

• Conflicts 𝐶𝐶𝑀𝑀𝐶𝐶 

• Idle time 𝐼𝐼𝑀𝑀 

• Energy consumption 𝐸𝐸𝐶𝐶 

The KPIs form a vector:  

𝑆𝑆𝑖𝑖𝑆𝑆𝐾𝐾𝑀𝑀𝐼𝐼 = (𝑀𝑀𝑀𝑀,𝑀𝑀𝑇𝑇,𝐶𝐶𝑀𝑀𝐶𝐶, 𝐼𝐼𝑀𝑀,𝐸𝐸𝐶𝐶)𝑇𝑇 

The resulting multi-criteria optimization problem is de-
fined as follows:  

𝛼𝛼 ∗ �𝐶𝐶𝑞𝑞�  +  𝛽𝛽 ∗  �𝑀𝑀𝑝𝑝� + 

+𝛾𝛾 ∗�𝐶𝐶𝑀𝑀𝐼𝐼𝐶𝐶𝐶𝐶𝐶𝐶𝑀𝑀𝐶𝐶𝐶𝐶𝐶𝐶𝐼𝐼𝐶𝐶𝑂𝑂ℎ�𝐶𝐶𝑞𝑞�
𝑞𝑞

+ 

+𝛿𝛿 ∗ {𝑀𝑀𝑀𝑀𝑀𝑀𝑏𝑏} +  𝜔𝜔 ∗  𝑆𝑆𝑖𝑖𝑆𝑆𝐾𝐾𝑀𝑀𝐼𝐼 → 𝑆𝑆𝑖𝑖𝐼𝐼, 

where 𝛼𝛼,𝛽𝛽, 𝛾𝛾, 𝛿𝛿 are coefficients and 𝜔𝜔 is a coefficient 
vector for KPIs. 

4.2 ALGORITHMS 

The defined optimization task belongs to a 
combinatorial one. The exact algorithms are designed for 
a particular problem taking into account its properties and 
are usually applicable to small-scale engineering problems 
which is not appropriate for us. That is why in our case 
local search strategies will be used, when through moving 

from a solution to another one in its neighbourhood 
according to some pre-defined rules, minimization of a 
function on a finite set of points is achieved. [Pir96] 

In order to solve large problems as ours, 
metaheuristic approaches are used. Such methods are not 
bound to any particular problem or domain and provide 
good solutions in a relatively short time.  [Xio15] 

The most appropriate class of metaheuristic-based 
methods for solving the optimization problem defined 
above are “trajectory-based optimization methods”.  They 
are inspired by processes and concepts, which have 
nothing in common with optimization. For instance, the 
Simulated Annealing method was developed on the basis 
of the physical process used in metallurgy. [Aze92] 

Approaches of this type explore the problem space 
via  transition  from  one  feasible  solution  (a possible 
vector without optimal parameter bindings) to another. 
The transition procedure is controlled by algorithm-
specific rules but the general layout of trajectory-based 
algorithms is the same.   

The majority of these techniques starts with an initial 
feasible solution to the problem (far from optimal, usually 
created randomly); then a new solution is created. If the 
next generated solution has a better objective value than 
the current one it becomes the current solution and  the 
search moves  on  to  the  next  iteration. 

Comparing other methods, which are based on the 
same principles (Tabu Search and Genetic Algorithms), 
the method of Simulated Annealing has one advantage:  it 
is  easier to implement when addressing such general 
tasks with a lot of assumptions, as ours. Advancing further 
into the area of subproblems, other methods can be 
applied. In next subchapter we describe briefly the 
implementation of the Simulated Annealing method in 
application to the search for the optimal configuration of a 
material flow system.  

4.3 SIMULATED ANNEALING METHOD 

The method is based on a random drawing of new 
solutions, which are accepted if either they improve the 
system or according to some probability. At the start, 
almost all solutions are accepted in order to explore the 
solution space; with time the system becomes more and 
more selective in accepting new solutions. In the end, only 
configuration changes that really improve our goal 
function are accepted. Choosing the so-called “cooling 
schedule”, which determines the probability of acception 
of a new solution, is a special topic to discuss, but 
normally a Bolzmann-like distribution based on the 
analogue of thermodynamics is used.  

During such transitions additional techniques are 
used to avoid sticking into local optima. These  techniques  
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are particularly recommended when there is limited time 
for search. 

In order to apply the Simulated Annealing to a weak 
problem, a clear definition of a feasible solution is re-
quired; this definition is subject to later programmatic 
encoding. A solution vector in our case contains the fol-
lowing information: location of production machines, lo-
cation and size of clusters, location of belt conveyors.  

Two operations in the feasible solution area need to 
be defined: the generation of an initial solution and the 
transformation to a neighborhood solution with slightly 
different parameters, with a critical decision for such 
strategy.  

The general algorithm of an initial solution genera-
tion consists of the following steps and is conceptually 
presented in the figure 4:  

1. Assumption that all inputs and outputs are 
directly connected with belt conveyors (line 
1, here and further at the fig. 4) 

2. Production machines are placed randomly in 
the system (lines 5-6 )  

3. Some parts of the belt conveyors are re-
moved from the system (lines 2-4) 

4. Some modules are placed randomly, possi-
bly forming matrices (lines 7-8) 

 

Figure 4. A concept of an initial solution generation.  

The general algorithm of the transformation to a 
neighboring solution consists of the following steps: 

1. Each of the production machines and clus-
ters is slightly moved in a random direction 
with some probability (line 1-3 and lines 4-
8, here and further at the fig. 5) 

2. A number of clusters and belt conveyors is 
added to random places in the system (lines 
9-10, 14-15) 

3. A number of existing clusters and belt con-
veyors is removed from the system (lines 5-
6, 11-13) 

 

Figure 5. Concept of the transformation to neighboring so-
lution 

There are 2 basic methods for an algorithm stopping 
rule: the search stops accepting the latest optimal solution, 
if the goal function was not improved for a defined num-
ber of steps or if the number of the accepted moves is less 
than the number of consecutive steps for the latest ac-
ceptance probability.  

As mentioned before, it is a general concept of solv-
ing our problem and a detailed implementation is planned 
for further research. For this purpose, first of all an inte-
gration into the existing simulation environment has to be 
considered.  
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5 CONCLUSION 

The problem of finding the optimal configuration of a 
material flow system was addressed in this work. Taking 
into account the state of the art in a spatial arrangement in 
warehousing, a concept of an optimization of a material 
flow system configuration was proposed and divided into 
strong and weak problems. In order to evaluate the pro-
posed concept, it was applied to the developed material 
flow system. For this purpose, a mathematical description 
and an optimization function were defined. The existing 
optimization methods were analyzed and as the first ap-
proach a Simulated Annealing was chosen as an appropri-
ate one. Further research is planned in the following areas: 
the implementation of a chosen optimization method as 
well as the considering of a strong problem of optimiza-
tion in application to a configuration of the material flow 
system. 

LITERATURE  

[Aze92] Azencott, Robert: Simulated Annealing: 
Parallilization Techniques. Wiley, New 
York, 1992.  

[Fur10] Furmans, Kai; Schönung, Frank; Gue, 
Kevin R.: Plug-and-Work Material 
Handling Systems. Progress in Material 
Handling Research, S. 132–142, 2010 

[Fur14] Furmans, Kai; Seibold, Zäzilia; Tren-
kle, Andreas; Stoll, Thomas: Future re-
quirements for small-scaled autono-
mous transportation systems in 
production environments, 7th Interna-
tional Scientific Symposium on Logis-
tics, Proceeding, 2014.  

[Hei79] Heinrich, Martin: Materialfluß- und 
Lagerplanung. Planungstechnische 
Grundlagen, Materialflusssysteme, La-
ger- und Verteilsysteme. Berlin. Sprin-
ger – Verlag, 1979 

[Hei97] Heinrich, Martin: Transport- und La-
gerlogistik. Planung, Aufbau und Steue-
rung von Transport- und Lagersyste-
men. Hamburg. Vieweg, 1997 

[Hei11] Heiserich, Gerd, Overmeyer, Ludger 
(Hrsg.): Kooperative adaptive Ablauf-
steuerung für innerbetriebliche Materi-
alflusssysteme. Berichte aus dem ITA. 
Garbsen: PZH – Produktionstechni-
sches Zentrum GmbH, 2011  

[Jod06] Jodin, Dirk; Hompel, Michael. t.: Sor-
tier- und Verteilsysteme: Grundlagen, 

Aufbau, Berechnung und Realisierung. 
Springer, (VDI-Buch), 2006 – ISBN 
978–3–540–29071–1 

[Jün89]  Jünemann, Reinhardt: Materialfluß und 
Logistik. Systematische Grundlagen mit 
Praxisbeisplielen. Berlin. Springer – 
Verlag, 1989 

[Krü15] Krühn, Tobias, Overmeyer, Ludger 
(Hrsg.): Dezentrale, verteilte Steuerung 
flächiger Fördersysteme für den inner-
betrieblichen Materialfluss, Berichte 
aus dem ITA. Garbsen: PZH – Produk-
tionstechnisches Zentrum GmbH (Ver-
öffentlichung anstehend), 2015 

[May09] Mayer, Stephan; Furmans, Kai: Devel-
opment of a completely decentralized 
control system for modular continuous 
conveyors. Wissenschaftliche Berichte 
des Institutes für Fördertechnik und 
Logistiksysteme der Universität Karls-
ruhe (TH). Bd. 73: Universitätsverlag 
Karlsruhe, 2009  

[Pir96] Pirlot, Marc: General local search 
methods. European Journal of Opera-
tional Research 92, 493-511, 1996 

[Shc11]  Shchekutin, Nikita; Heinke, Andre; 
Overmeyer, Ludger.; Shkodyrev, 
Vyacheslav: Data Transmission for a 
small-scaled, cyber-physical material 
handling system, Symposium on Auto-
mated Systems and Technologies 
(AST), S.111-120. St. Petersburg: Peter 
the Great St. Petersburg University, 
2015 

[Xio15] Xiong, Ning; Molina, Daniel; Ortiz, 
Miguel Leon; Herrera, Francisco 
(2015): A Walk into Metaheuristics for 
Engineering Optimization: Principles, 
Methods and Recent 
Trends. International Journal of Compu-
tational Intelligence Systems, 8(4), 606-
636. 

 

Nikita Shchekutin, M.Sc., Research Assistant at the Insti-
tute of Transport and Automation Technology, Leibniz 
Universität Hannover.   
Nikita Shchekutin was born 1989 in Togliatty, Russia. 
Between 2006 and 2012 he studied Information technol-
ogies at the Peter the Great St. Petersburg Polytechnic 
University.  



DOI: 10.2195/lj_Proc_shchekutin_de_201605_01  
URN: urn:nbn:de:0009-14-43702 

  
© 2016 Logistics Journal: Proceedings – ISSN 2192-9084          Page 7 
Article is protected by German copyright law 

Address:  
Institute für Transport- und Automatisierungstechnik, 
Leibniz Universität Hannover, An der Universität 2,  
Garbsen, Germany.   
Phone: +49 (0)511 762 18-339,   
Fax:     +49 (0) 511 762 40 07,   
E-Mail: nikita.shchekutin@ita.uni-hannover.de 

 

 

 


	1 Introduction
	2 Related Research
	2.1 Issues in warehousing
	2.2 Spatial arrangement of warehousing systems
	3 Mathematical description of the system
	4 The weak problem of transportation system optimization: problem and algorithms
	4.1 Definition of problem
	4.2 Algorithms
	4.3 Simulated Annealing method
	5 Conclusion
	Literature

