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In today’s logistics environment, high-quality data is
essential for ensuring efficient processes and sustain-

ing competitiveness. However, missing, erroneous, or du-
plicate entries in master data often lead to significant
business consequences, such as inefficient supply chains,
increased operating costs, and poor decision-making.
Existing data screening, cleaning and scoring (DSCS)
tools for detecting data errors and thus measuring data
quality are often cumbersome to use and are not tailored
to the specific needs of logistical master data. In this pa-
per, we present design knowledge to guide the develop-
ment of DSCS tools. We gathered requirements through
dedicated workshops and distilled them into a set of ac-
tionable design features. To evaluate our design features,
we implemented them in a software prototype, which
was tested in a usability and multi-case study. Our con-
tribution in form of design features equips logistics prac-
titioners with concrete guidance for creating and imple-
menting effective DSCS tools in their organizations.

[Keywords: design features, logistics master data quality,
data quality tool, design science research]

1 INTRODUCTION

Good data quality (DQ) is crucial for the success of a com-
pany [1] and is increasingly becoming a competitive factor
[2]. The manifestations and requirements are multifaceted.
Production planning in an ERP system would be unsuccess-
ful without bills of materials, routing sheets, or planning
parameters. Similarly, sales processes cannot be digitized
without supplier master data, including addresses or pay-
ment terms [3, 4]. Accordingly, master data forms the basis
for all knowledge in a company and is ideally of a very high
quality [5, 6]. However, data quality can decrease rapidly
due to missing, erroneous, or duplicate values [1] leading
directly to costly consequences and significantly impairing

the competitiveness of companies [7, 8, 9]. Faulty or in-
sufficient data can not only damage the operational process
and lead to wrong business decisions, but also affect the po-
tential of data-driven optimization and continuous improve-
ment of own processes. A significant factor contributing to
this problem is the increasing complexity of IT and data
landscapes. The diversity of data storage and management
systems complicates interoperability and fosters inconsis-
tencies and errors [10]. It is reported that data is often faulty
and requires extensive preprocessing before it can be reused
in industrial projects [11]. Particularly small and medium-
sized enterprises often do not have the necessary resources
or know-how to objectively assess the quality of their data
[12]. They often lack the necessary expertise to handle large
volumes of data, as well as the knowledge of specific types
of errors and their targeted correction. Furthermore, each
dataset has its own specific characteristics, meaning that
there is no universal analysis of the data; instead, an individ-
ual assessment is always required. For this reason, the gen-
eral focus in the literature has primarily been on the “con-
sulting” scenario, where companies utilize in-house experts
or external consultants to clean data sets [13]. As a con-
sequence, the problem in companies with insufficient data
quality is compounded in the form of inefficient processes,
increased susceptibility to errors and lack of transparency.

Software tools can be used to improve data quality.
However, many companies still rely on Excel or other man-
ual access solutions to validate their master data quality [5].
In order to make specialized software tools more success-
ful in companies, they must be designed in such a way that
they meet the requirements for achieving their goal. The lit-
erature has already produced a collection of design prin-
ciples that can be used as a guide when developing data
quality tools [14]. However, the practical implementation
of these design principles often remains uncertain, as they
are very abstract [15]. Therefore, we develop more concrete,
actionable design features (DFs) and answer the following
research question:
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How should domain-specific data analysis software
tools be designed to effectively support logistics practi-
tioners in screening, cleaning, and scoring logistics mas-
ter data?

To answer this question, we conduct three workshops
with logistics experts to gather requirements and abstract
the design knowledge for a more generalizable application
into design features. The design features are used to im-
plement a prototype that supports logistics experts in ana-
lyzing, cleaning and scoring tabular data using easy to un-
derstand screening workflows and an intuitive interface. We
check the intuitiveness of the tool by means of an usability
evaluation with participants. Likewise, we check the gener-
alizability of our prototype by applying it to several logistic
cases. The prototype is employed as a test vehicle to evalu-
ate the applicability and robustness of our design features.

The remainder of this paper is organized as follows. Sec-
tion 2 provides an overview of pertinent related work that
informs this study. Section 3 outlines the research design.
Section 4.1 presents the results in terms of design features.
Section 4.2 details the evaluation methodology. Section 5
discusses the implications of the findings and concludes the
paper by summarizing its key contributions and suggesting
directions for future research.

2 RELATED WORK

The importance of design knowledge for DQ tools has been
widely discussed in the scientific field. However, there is
still a need for specific design knowledge of how to build
tools that provides a quick and simple analysis of data qual-
ity along with easy table management and structured issue
tacking, particularly for use in the field of logistics. To our
knowledge, this type of artifact has not yet been systemati-
cally collected and abstracted.

In an action design research project [16], Altendeiter-
ing and Guggenberger design and assess a data-cleaning
tool on real master data. The artifact instantiates a “DQ
mining pipeline” (ingest, preprocess, detect, export) and
integrates complementary techniques for outliers, patterns,
association rules, and approximate functional dependen-
cies, refined via focus groups and in-situ evaluations. The
core contribution is prescriptive design knowledge for DQ
tools: combine multiple algorithms, enable powerful filter-
ing/search over large result sets, guide users with a process-
based UI, provide algorithmic explanations favoring inter-
pretability, adopt a service-oriented architecture with stan-
dard interfaces, and support (or prepare for) real-time mon-
itoring—principles that inform extensible, human-centered
DQ tool design.

In addition to these insights, the authors of [17] con-
duct a design science research study, combining a litera-

ture/tool review and expert interviews to formulate meta-
requirements (integrating DQ into data sharing; increasing
the effectiveness of shared data), and evaluate an instan-
tiated artifact with practitioners at a manufacturing firm.
Based on a data quality app as an IDS-compliant data app
tightly coupled to the IDS dataspace connector, the authors
posit nine prescriptive design principles (DPs) that consti-
tute derived design knowledge for DQ tools in ecosystems.

Culminating and generalizing this line of research, Al-
tendeitering, Guggenberger and Möller [14] contribute to
the field of design knowledge for DQ tools by develop-
ing empirically grounded, prescriptive design principles for
DQ tools in modern, decentralized data landscapes. Using
a design science research program spanning three indus-
trial cases, the authors identify four persistent gaps - au-
tomation, integrability, standards, and usability - and for-
mulate 15 design principles that are deliberately abstract,
technology-agnostic, and context-independent, synthesized
via cross-case abstraction to enable general-purpose appli-
cability across domains, architectures, and stages of the data
lifecycle.

The existing literature establishes a solid foundation of
prescriptive design knowledge for data-quality tools but
stops short of systematically detailing and tailoring these
insights for logistics applications. This gap signals that,
although we understand what good DQ tools should do
in general, we lack concrete, domain-specific artifacts and
guidelines for logistics practitioners. Therefore, the body
of literature should be extended by deriving and validating
concrete, compact design knowledge in the form of design
features for DSCS tools. This would bridge the gap between
abstract principles and practical implementations.

3 RESEARCH DESIGN

This section describes our approach to addressing the re-
search question and challenges. We base our approach on
the Design Science Research (DSR) methodology, which
deals with the iterative creation and evaluation of man-
made artifacts [18, 19, 20]. Given its practical relevance,
Design Science Research (DSR) fosters collaboration be-
tween industry and academia [21]. DSR yields artifacts at
varying levels of abstraction and detail [22]: at the most
concrete end lie software instantiations, followed by e. g.
methods, frameworks, and architectures of increasing gen-
erality [20]. At the highest level, design principles embody
abstract design knowledge in a structured form that makes
them reusable [15]. But they are often difficult to opera-
tionalize due to their generality [15]. Design features oc-
cupy an intermediate position, complementing principles
with detailed guidance on constructing other types of arti-
fact like software [23, 24, 25]. Since both design principles
and design features are themselves artifacts, they are com-
monly referred to as meta-artifacts [26].
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Within our DSR project, our primary artifact comprises
a comprehensive set of design features for DSCS tools in
the logistics domain, accompanied by a prototypical instan-
tiation to facilitate their evaluation. Our research process is
based on the work of Vaishnavi and Kuechler which consists
of five individual steps: problem awareness, suggestion, de-
velopment, evaluation, and conclusion [20]. We will now
describe each of the five steps in terms of our study.

Phase 1: Problem Awareness. Prior to conducting a
DSR project, it is essential to define the underlying problem.
This process can involve empirical insights from industry or
theoretical perspectives drawn from the scholarly literature.
Our discussion of the problem awareness is done in Section
1. In short, the challenge lies in data quality in logistics and
the lack of suitable software tools for analysis. Practical de-
sign guidelines are lacking, as the theoretical principles set
out in literature are often too abstract to provide domain-
specific guidance for real-world applications.

Phase 2: Suggestion. To enhance the development of
successful DSCS tools and, by extension, data quality tools
more broadly, we propose the development of specific de-
sign features (see Section 2). These features extend the de-
sign principles established by Altendeitering et al. [14], pro-
viding concrete implementation guidance for practitioners
[24, 25]. By complementing the overarching design princi-
ples, design features simplify the development process and
improve overall tool effectiveness [23].

Phase 3: Development. We follow a supportive ex-
ante approach, in which our design features are developed
before the actual design process [27]. We first conduct a
requirements-elicitation phase to gather concrete require-
ments for DSCS tools. This is done in collaboration with
stakeholders who regularly have to perform DSCS tasks.
We identified three stakeholders in our partner networks,
who where willing to support us (see Table 1 for character-
ization). Method wise, we decide on workshops to collect
implicit design knowledge in the form of notes on a Miro
board. We ask the participants to imagine a software tool
that helps in getting the DSCS task done. After the work-
shop, we review the board and derive design features by re-
flection and abstraction. Here, we closely follow the work of
Braun and Clark to guide our abstraction process [28]. The
result is a set of design features, that for better reusability,
is coded using the formulation by van Aken [29].

Phase 4: Evaluation. To evaluate the proposed design
features, a software prototype is implemented over a period
of eight months. The prototype is developed iteratively in
weekly cycles. A solution architect guides software devel-
opers in translating the design features into actionable de-
velopment tasks. These tasks are reviewed by a logistics do-
main expert prior to their implementation.

Table 1: Stakeholder characterization

Role Description Experience
Logistic
scientists

In the field
of applied
logistics re-
search with a
specialization
in packaging
logistics

Seven years of project ex-
perience with intralogisti-
cal issues and specialized
in logistical master data,
data analysis, and data
quality for the past four
years

Data sci-
entist

With a back-
ground in
computer sci-
ence and data
processing

Six years of experience
working on software
projects in logistics.
Research focus on the
practical application of
artificial intelligence and
software-based optimiza-
tion in packaging and load
space optimization, and
visualization

Logistic
consul-
tant

Intralogistics
consulting

Ten years of project ex-
perience with intralogistics
issues and specialized in
packaging software, logis-
tical master data, data qual-
ity and data evaluation for
the past five years

To validate the software and thus the design features, a
two-step evaluation is conducted. First, a usability evalu-
ation is carried out [30] with 12 participants from the lo-
gistics sector, guided by a script to assess user-friendliness,
benefits, and consistency. Their experiences and suggestions
are documented in a moderated focus group discussion [31]
using a collaborative Miro board. The authors then conduct
a SWOT analysis to aggregate the statements from the focus
group discussion and define the strengths, weaknesses, op-
portunities, and threats of the design features implemented
in the software [32] [33].

Second, the software’s suitability for different logisti-
cal master data is examined through a multi-case study in-
volving three data sets from e-commerce, metal processing,
and spare parts. A characterization of these use cases is pre-
sented in Table 2. An expert review assesses the software’s
functionalities and applicability. The results of the software
analysis are then compared with those of the manual anal-
ysis conducted with domain experts, leading to conclusions
about the reliability of the results. Drawing on the evalua-
tion results, we critically assess whether the proposed de-
sign features have yielded a successful DSCS tool. The re-
sults of our evaluation can be found in Section 4.2.

Phase 5: Conclusion. In the final conclusion phase of
the process model according to Vaishnavi and Kuechler
[20], authors must critically examine the results and make
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Table 2: Characterization of use cases

Use
Case

Data
Type

No. of
Rows

No. of
Columns

Analysis
Goal

E-Com-
merce

Static
Master
Data

Up to
500,000

Up to 10 Identify
data gaps,
errors and
outliers

Metal
Process-
ing

Static
and Dy-
namic
Data

Up to
3,000

Up to 30 Analyze
data qual-
ity and
identify
errors

Spare
Parts
Logis-
tics

Static
and Dy-
namic
Data

Up to
7,000,000

Up to 15 Identify
data gaps,
errors and
outliers

them accessible to the research community. Our assessment
of the results can be found in Section 5. By writing this pa-
per, we share our insights with the research community.

4 RESULTS

In the following we present our original results, come from
phases 3 (development) and 4 (evaluation) of the research
design.

4.1 DESIGN FEATURES

In the following, we present our design features for develop-
ing DSCS tools that answer our research question. We iden-
tified a total of 11 final design features that were enriched
subsequent to the prototype evaluation. We describe the in-
dividual design features orienting towards the template of
van Aken [29].

DF1: Basic Algorithms. To get basic and targeted data
analysis insights, provide the DSCS tool with simple and
robust algorithms for identifying single-column errors, such
as empty values, value range checks or duplicate and simi-
larity detection.

Basic, column-targeted screenings are foundational to
data quality because they detect high-frequency, low-
complexity defects that disproportionately degrade down-
stream analytics. Enabling users to scope algorithms to spe-
cific columns and subsets ensures precision, reduces noise,
and delivers rapid, actionable feedback at scale that is easy
to understand. Incorporating further basic checks - e.g., type
checks and forbidden-value detection - complements empti-
ness, range, duplicate checks, and techniques for similarity
search [34] to cover the most prevalent issues in logistics
master data, as revealed in the workshop. For example, a
targeted scan can flag empty SKU identifiers, detect neg-

ative dimensions, identify duplicate material numbers, and
reject forbidden status codes across very large tables quickly
and efficiently. Regarding similarity detection, simple vari-
ants of locality-sensitive hashing methods like “Nilsimsa”
can be used.

DF2: ML-driven Analytics. To efficiently get advanced
analytical insights and data interpretation, provide the
DSCS tool with ML-driven algorithms.

ML-driven analytics extend beyond pure syntactic vali-
dation to uncover semantic inconsistencies, cross-field de-
pendencies, and context-sensitive plausibility issues that
rule-based checks miss. Association analysis (e.g., Apri-
ori [35, 36]) can reveal incompatible attribute combina-
tions or rare co-occurrences that signal data defects, while
LLM-based components can act as domain-aware inter-
preters to evaluate plausibility and consistency. For exam-
ple, a LLM-based screening can highlight unit mismatches
or non-sensical descriptions given domain knowledge.

DF3: Enhanced Outlier Detection. To identify data is-
sues regarding infrequent, unusual or implausible values,
provide the DSCS tool with outlier detection algorithms.

Outlier detection is essential for maintaining consis-
tency and integrity [37] because anomalies may indicate
data entry errors, integration problems, or unusual process
conditions. Outlier methods can highlight data points that
strongly deviate from normal patterns and thus warrant
scrutiny. Utilizing OD in a multi-column (multivariate) de-
tection is particularly important in logistics, where interde-
pendent attributes - such as length, width, height, and weight
- must be jointly plausible. Good and robust examples for
outlier detection algorithms are Isolation Forests [38], DB-
SCAN [39] and ECOD [40].

DF4: Domain Abstraction. To ensure a comprehen-
sive understanding of the screening process for logisticians,
provide the DSCS tool with domain-specific abstractions of
complex algorithms with simple descriptions.

Domain abstraction bridges complex algorithmic pa-
rameters and practitioner understanding, ensuring that lo-
gisticians can confidently configure and interpret analyses.
The mental model of the stakeholders must be reflected in
the tool. Clear explanations, constrained parameter ranges,
and intuitive controls (e.g., sliders) reduce configuration er-
rors and promote consistent, reproducible screening. This
usability layer accelerates insight generation by allowing
non-technical users to operationalize even advanced meth-
ods without deep expertise.

DF5: Efficiency. To ensure quick processing and screen-
ing of large volumes of data, provide the DSCS tool with
efficient data pipelines.
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Efficiency is critical in logistics settings where mas-
ter data can be high-volume and high-dimensional, and
timeliness directly affects decision-making. Algorithmic
and pipeline-level optimizations enable rapid screening and
short feedback cycles. Parameterized algorithms enhance
adaptability without sacrificing performance, while asyn-
chronous workflow execution decouples heavy computa-
tions from the presentation layer. For example, a workflow
engine can orchestrate parallel screenings on partitions of
large tables and stream intermediate results to the UI for
early validation.

DF6: Modularity. To ensure flexible extensibility for
further domain-specific analysis tasks, provide the DSCS
tool with a modular design, allowing for custom algorithms
to be added.

A modular architecture future-proofs the platform by al-
lowing domain-specific checks and specialized algorithms
to be added without disrupting core functionality. Standard-
ized interfaces and workflow engines can be utilized in or-
der to enable new screenings to be plugged in, reused, and
combined consistently.

DF7: Issue Management. To ensure effective issue
management and resolution tracking, provide the DSCS tool
with capabilities for specification, classification and assign-
ment of identified issues.

Powerful issue management transforms raw detections
into actionable, auditable outcomes by classifying, priori-
tizing, and assigning potential errors. Given that many find-
ings are only potential data issues, manual validation work-
flows are essential to confirm true errors and minimize false
positives. Batch handling of similar issue types improves
efficiency, while non-destructive tracking preserves origi-
nal data and supports governance. Comprehensive logging
of screening and resolution steps ensures traceability and
compliance readiness. For example, all “forbidden value”
findings in a specific column can be grouped into a review
queue, manually validated, and then tracked with status, as-
signee, and resolution notes.

DF8: DQ Dashboard. To ensure comprehensive under-
standing of the data quality status, provide the DSCS tool
with a graphical representation of the screening results.

A dedicated dashboard provides comprehension and
awareness by summarizing data quality across issue classes
and datasets. Visual overviews linked to classified issues (as
defined in DF7) allow targeted drill-down, validation, and
prioritization. This compresses the time from detection to
action and supports stakeholder communication.

DF9: Visualization. To ensure effective data visualiza-
tion and quick interpretation of DQ results, provide DSCS
tools with color coded data tables.

Color-coded tables leverage preattentive visual cues to
accelerate anomaly recognition and reduce cognitive load
during validation. By highlighting cells according to issue
types or severity, users can scan large datasets and error ta-
bles efficiently and focus on the most critical entries.

DF10: Share & Export. To share the DQ scoring
among stakeholders, provide the DSCS tool with capabil-
ities to store and export the categorized DQ results with de-
scriptions of identified issues.

Sharing and exporting curated, categorized DQ re-
sults enhances collaboration, governance, and accountabil-
ity across technical and non-technical stakeholders. High-
level formats (e.g., Word or PDF) make findings accessible,
preserving narrative descriptions, tables, and visuals for de-
cision forums. For example, a PDF report can summarize
overall DQ, issue counts by class and dataset, include ex-
emplars, and outline further issues descriptions.

DF11: Upload Assistant. To ensure that users are
aware of the data and possess the capability to utilize, man-
age and combine different datasets, provide the DSCS tool
with an upload assistant comprising easy table management
for multiple datasets.

Data quality issues often originate during data integra-
tion; therefore, a guided upload assistant that supports join-
ing, renaming, reordering, and omitting columns is vital,
as revealed in the workshop. By enabling users to com-
bine multiple tables into coherent datasets and perform bulk
order or cross-table consistency checks, the tool reduces
schema drift and linkage errors while enabling DQ Scoring
over composed sets of data.

4.2 EVALUATION

The evaluation of the design features took place on two lev-
els using a prototypical implementation (screenshots avail-
able online [41]): On one hand, the usability, functionality,
and consistency of the software were assessed in an evalu-
ation (Usability Evaluation). On the other hand, an evalua-
tion regarding the applicability of the software to different
use cases was conducted. It was examined whether the soft-
ware is suitable for various logistical master data sets, vary-
ing stakeholders, and different requirements (Multi Case
Study). The results of the evaluations are presented below.

4.2.1 USABILITY EVALUATION

The evaluation results of the software’s usability was
predominantly positive. The operation was perceived as
straightforward and understandable, especially the clear de-
sign of the user interface. Additionally, the graphical repre-
sentation of the screening results was rated as helpful. How-
ever, weaknesses were identified, including poorly visible
buttons (e.g., when setting offsets) and unclear or inaccu-
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rate terminology. The lack of help texts and info boxes fur-
ther compounded the challenges faced by users during nav-
igation. In addition, the participants suggested optimizing
error messages and providing specific hints for corrections
to improve usability.

With the investigation of functionality, the intuitive rep-
resentation and utilization of processes such as screening
and cleaning emerged as a notable strength. The visual sup-
port through pie charts, which facilitate the cleaning pro-
cess, was particularly praised. However, the upload inter-
face presented certain challenges, as it permitted multiple
uploads of identical tables and was perceived as unclear
concerning the preview function. The Accept button caused
confusion in several areas, as its meaning and use were not
clear enough. This led to user errors and inconsistent re-
sults when working through the given script. Furthermore,
the complexity of the software was particularly perceived as
a hindrance to inexperienced users.

The evaluation concluded with the SWOT analysis (see
Figure 1), which demonstrated a variety of strengths of the
software including the efficient processing of large amounts
of data, flexible extensibility through modules and work-
flows, and intuitive operation of basic functions. Further-
more, the efficient implementation of complex workflows
was positively evaluated. This results in numerous opportu-
nities, particularly regarding its varied applications in dif-
ferent industries, the possibility and potential of integrating
artificial intelligence, and ease of use also for non-technical
users. However, the complexity of the software, the risk of
overwhelm due to complex functions, and the lack of reli-
ability and reproducibility in AI-supported screenings pose
certain issues.

Figure 1: Results of the SWOT Analysis

4.2.2 MULTI CASE STUDY

Static master data in e-commerce: The analysis of a
dataset from a garden tools retailer focused on order and ar-
ticle data. The dataset comprised around half a million rows
and fewer than ten columns (see Table 2). The main objec-
tive was to identify data gaps, errors and outliers in order to
ensure the dataset was comprehensive and of high quality.
The AI algorithm performed adequately when interpreting
the description columns alongside the dimensions (length,
width and height) and weight. However, it often misinter-
preted data due to insufficient article descriptions, resulting
in false positives. Although the software reliably detected
outliers, it was not precise enough to be the sole method of
assessing data quality. The reliability of data quality assess-
ments was enhanced by manual domain knowledge, and the
export function provided a valuable overview of data qual-
ity, highlighting incomplete or defective data and identify-
ing error types.

Dynamic transaction data in metal processing: This
investigation analysed a dataset from a metal processing
company which included static master data and dynamic
metrics, amounting to 30 columns in total (see Table 2). The
software was user-friendly and effectively executed all the
necessary analysis steps, primarily using basic algorithms.
The analysis speed was acceptable, enabling new analyses
to be initiated during asynchronous execution. An initial
upload error caused by line breaks in the source file was
resolved by adjusting the upload format. However, there
was a notable lack of functionality to save analysis steps
as profiles, meaning users had to repeat manual processes,
which was time-consuming with extensive datasets. Addi-
tionally, the outlier detection methodology was criticised for
being unclear, which complicated the interpretation of re-
sults. While AI analysis was not necessary for this dataset,
the software received a positive overall assessment, with
suggestions for improvements to the documentation and ef-
ficiency.

Static and dynamic master data in spare parts lo-
gistics: This evaluation analysed a dataset from a retailer
of spare parts for large electrical appliances, consisting of
around seven million rows. This included both static lo-
gistical master data (e.g. article designation, dimensions,
weight) and dynamic metrics (e.g. consumption quantity)
(see Table 2). Initial issues arose during the upload of the
xlsx data, which were resolved by converting it to csv for-
mat. The software effectively executed all the necessary an-
alytical steps, identifying more errors than manual analysis,
particularly with regard to duplicates and measurement er-
rors. While the base algorithms produced results in an ac-
ceptable timeframe, outlier detection and AI functions re-
quired significantly longer processing times. An analytical
error regarding weight data persisted even after multiple ex-
ecutions, indicating a further area of investigation. Overall,
although the software successfully detected errors, the long
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loading times for large datasets highlighted the need for per-
formance optimisation.

In summary, the evaluation shows that the software
has robust capabilities for analysing both static and dy-
namic data and consistently identifies more errors than man-
ual analysis. While it excels in efficiently processing large
datasets and offering valuable insights into data quality, it
faces challenges related to data interpretation and lacks effi-
ciency features for repeated analyses. Additionally, it expe-
riences performance issues with extensive data. Addressing
these limitations could significantly enhance the software’s
overall utility and user experience. The key identified capa-
bilities and limitations of the software are summarized be-
low:

Capabilities:

• Comprehensive data analysis: The software can
effectively identify errors and outliers across vari-
ous datasets, uncovering more issues than traditional
manual methods.

• Efficiency with large datasets: It can process ex-
tensive datasets (e.g. millions of rows), which are
typically unmanageable with conventional tools like
Excel.

• User-friendly interface: Its intuitive design en-
hances usability, enabling users to perform complex
analyses with relative ease.

• Export functionality: The software provides export
options and management summaries, enabling the
streamlined correction of identified data errors in
customer systems.

Limitations:

• Interpretation issues: The AI algorithm often mis-
interprets data due to inadequate or unclear article
descriptions, leading to false positives.

• Manual process repetition: The inability to save
analysis profiles means that analysis steps must be
repeated manually, which increases the time and ef-
fort required, especially for extensive datasets.

• Outlier detection clarity: The methodology behind
outlier detection is not well-defined, which compli-
cates users’ ability to correctly interpret analysis re-
sults.

• Performance challenges: Long loading times for
large datasets suggest areas where the software
could be optimized, particularly since it is still in the
prototype stage.

5 DISCUSSION & CONCLUSION

In this paper, we aim to answer the question of how to sup-
port logistics practitioners in developing and enacting tools
for data screening, cleaning, and scoring. To advance the
field of data quality management in logistics and achieve
this, eleven specific design features for DSCS tools were
formulated and operationalized. These features were tai-
lored specifically to logistical master data and were elicited
from three workshops with logistics experts (see Section
4.1). We instantiated our design features in a software pro-
totype and validated it through a usability study with twelve
practitioners and multi-case evaluations across e-commerce,
metal processing, and spare-parts logistics datasets (see
Section 4.2).

Our work makes both theoretical and practical contri-
butions to the emerging field of data quality management
in logistics. By moving beyond the largely abstract design
principles in prior literature, we derive and validate 11 con-
crete design features tailored to logistical DSCS tools.

From a theoretical standpoint, we add to the body
of knowledge by supplementing abstract design principles
for data quality tools with a concrete set of eleven de-
sign features tailored to the logistical context. By moving
from high-level prescriptions to actionable specifications,
we bridge the gap between data quality theory and real-
world tool development. DF4 (Domain Abstraction) in par-
ticular makes a notable theoretical contribution by provid-
ing a mid-level construct that bridges the gap between com-
plex algorithmic parameters and the mental models of logis-
tics professionals. This contextual interpretability ensures
that even non-technical users can confidently configure, ex-
ecute, and trust advanced screening methods without having
in-depth knowledge of statistics or machine learning. This
design feature proved to be very significant in the evalua-
tion of our prototype. DF7 takes a similar approach, which
involves the individualization of the classification and as-
signment of identified data defects. Here, too, the evaluation
of our prototype shows that the adaptability of the software
to the domain and context is a decisive factor for the success
of the tool.

On the practical side, our work delivers a reusable de-
sign that software vendors and internal IT teams can im-
mediately apply when developing or extending DSCS tools.
The eleven design features summarize best practices in user
interface, workflow orchestration, and algorithm selection,
and directly address the weaknesses uncovered in our ex-
pert workshops. In a usability study with twelve logistics
experts and in three different case studies on master data in
e-commerce, dynamic transaction data in metal processing,
and spare parts logistics, the prototype proved to be intu-
itive and effective in detecting data defects on a large scale.
Consequently, the design features can serve as a blueprint to
inform and guide the development of new DSCS tools.
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At the same time, our research has several limitations
that qualify the evidence for the proposed DFs. First, their
evaluation was only implicit via a single software prototype
that instantiates all DFs simultaneously; we did not isolate
effects via A/B tests or controlled comparisons against alter-
native designs, which introduces threats to internal and con-
struct validity. Consequently, observed benefits may stem
from tool-specific implementation choices and unmeasured
interactions among DFs. Second, requirements were elicited
in three workshops with only few stakeholders, a small and
potentially homogeneous sample that risks selection and
researcher-coding bias. Third, the DF catalog is incomplete
by construction; we neither claim exhaustiveness nor sys-
tematic coverage across logistics subdomains. Finally, AI-
supported screenings exhibited reproducibility and perfor-
mance issues on very large datasets, and robustness across
data regimes—as well as security, governance, and integra-
tion constraints—was not systematically tested, further con-
straining generalizability.

The results demonstrate that our prototype systemati-
cally uncovers a broader spectrum of data defects than man-
ual methods, accelerates cleansing workflows, and enhances
transparency and governance. We therefore see our design
features as contributing to the development of useful DSCS
tools. Our work contributes both to theory, by extending
data-quality frameworks within the logistics domain, and to
practice, by providing a blueprint for tool developers.

ACKNOWLEDGMENT

This paper was written as part of the transfer project DSCS
- Data Screening, Cleaning and Scoring, which was funded
by the Centre of Excellence for Logistics and IT at the
Fraunhofer Institute for Material Flow and Logistics (IML).

REFERENCES

[1] S. Kandel, R. Parikh, A. Paepcke, J. M. Hellerstein,
and J. Heer, “Profiler: integrated statistical analysis
and visualization for data quality assessment,” in In-
ternational Working Conference on Advanced Visual
Interfaces, AVI 2012, Capri Island, Naples, Italy, May
22-25, 2012, Proceedings, G. Tortora, S. Levialdi, and
M. Tucci, Eds. ACM, 2012, pp. 547–554.
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